
Beyond Learning from Reward



Mnih et al. ’15

video from Montessori New Zealand

what is the reward?reinforcement learning agent

reward

In the real world, humans don’t get a score.



reward function is essential for RL

real-world domains: reward/cost often difficult to specify

• robotic manipulation 
• autonomous driving 
• dialog systems 
• virtual assistants 
• and more…

Kohl & Stone, ’04 Mnih et al. ’15 Silver et al. ‘16Tesauro ’95



1. demonstrated behavior -> imitation, inferring intention 

2. self-supervision, prediction -> model-based control 

3. auxiliary objectives and additional sensing modalities

What other forms of supervision?

4



Learning from Demonstrated 
Behavior



Human Learning via imitation

8 months: imitate simple actions & expressions 

18 months: imitate after a delay and multi-step actions 

36 months: imitate multi-step actions after a delay



Learning from imitation

For autonomous driving:

Bojarski et al. ‘16



More than imitation: 
inferring intentions

18 months: understand others intentions and help

-> known as inverse reinforcement learning
Warneken & Tomasello ‘06



Inverse RL: demonstrations

Finn et al. ‘16



Inverse RL: learned behavior

• video of dish our method - samples & reoptimizing

Finn et al. ‘16



Inverse RL: demonstrations

• video of pouring demos

Finn et al. ‘16



Inverse RL: learned behavior

• video of pouring our method - samples

Finn et al. ‘16



Behavior via Prediction



Prediction
“the idea that we predict the consequences of our motor 

commands has emerged as an important theoretical 
concept in all aspects of sensorimotor control”



Prediction
With a perfect model & optimization:

Tan et al. ‘14



Learning to Predict

Oh et al. ‘15



Learning to Predict

Finn et al. ’16, ‘17



Auxiliary Objectives and Sensing 
Modalities



Sources of Auxiliary Supervision
• other sensing modalities (touch, audio, depth) 

• learning multiple, related tasks 

• task-relevant properties of the world

Mirowski et al. ‘17 Jaderberg et al. ‘17



1. demonstrated behavior -> imitation, inferring intention 

2. self-supervision, prediction -> model-based control 

3. auxiliary objectives and additional sensing modalities

In this class…

Note: RL can be combined with these other forms of information!


