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wŜŎŀǇΥ ǿƘŀǘΩǎ ǘƘŜ ǇǊƻōƭŜƳΚ

this is easy (mostly) this is impossible

Why?



Unsupervised learning of diverse behaviors

What if we want to recover diverse behavior without any reward function at all?

Why?

üLearn skills without supervision, then 
use them to accomplish goals

üLearn sub-skills to use with 
hierarchical reinforcement learning

üExplore the space of possible 
behaviors



An Example Scenario

training time: unsupervised

How can you prepare for an 
unknown future goal?



Lƴ ǘƘƛǎ ƭŜŎǘǳǊŜΧ

üDefinitions & concepts from information theory

üLearning without a reward function by reaching goals

üA state distribution-matchingformulation of reinforcement learning

üIs coverage of valid states a goodexploration objective?

üBeyond state covering: covering the space of skills
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Some useful identities



Some useful identities



Information theoretic quantities in RL

quantifies coverage

Ŏŀƴ ōŜ ǾƛŜǿŜŘ ŀǎ ǉǳŀƴǘƛŦȅƛƴƎ άŎƻƴǘǊƻƭ ŀǳǘƘƻǊƛǘȅέ ƛƴ ŀƴ ƛƴŦƻǊƳŀǘƛƻƴ-theoretic way
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Learn without any rewards at all

(but there are many other choices)

Nair*, Pong*, Bahl, Dalal, Lin, L. Visual Reinforcement Learning with Imagined GoalsΦ Ωму
Dalal*, Pong*, Lin*, Nair, Bahl, Levine. Skew-Fit: State-Covering Self-Supervised Reinforcement Learning. Ψмф
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How do we get diverse goals?
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