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Class Notes

1. Homework 3 is extended by one week, to Wednesday after next



1. Managing overfitting in model-based RL
Å²ƘŀǘΩǎ ǘƘŜ ǇǊƻōƭŜƳΚ

ÅHow do we represent uncertainty?

2. Model-based RL with images
ÅThe POMDP model for model-based RL

ÅLearning encodings

ÅLearning dynamics-aware encoding

ÅGoals:
ÅUnderstand the issue with overfitting and uncertainty in model-based RL

ÅUnderstand how the POMDP model fits with model-based RL

ÅUnderstand recent research on model-based RL with complex observations

¢ƻŘŀȅΩǎ [ŜŎǘǳǊŜ



A performance gap in model-based RL

Nagabandi, Kahn, Fearing, L. ICRA 2018

pure model-based
(about 10 minutes real time) model-free training

όŀōƻǳǘ мл ŘŀȅǎΧύ



Why the performance gap?

ƴŜŜŘ ǘƻ ƴƻǘ ƻǾŜǊŦƛǘ ƘŜǊŜΧ
Χōǳǘ ǎǘƛƭƭ ƘŀǾŜ ƘƛƎƘ ŎŀǇŀŎƛǘȅ ƻǾŜǊ ƘŜǊŜ



Why the performance gap?
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ǾŜǊȅ ǘŜƳǇǘƛƴƎ ǘƻ Ǝƻ ƘŜǊŜΧ



wŜƳŜƳōŜǊ ŦǊƻƳ ƭŀǎǘ ǘƛƳŜΧ



wŜƳŜƳōŜǊ ŦǊƻƳ ƭŀǎǘ ǘƛƳŜΧ



Why are GPs so popular for model-based RL?

expected reward under high-variance prediction 
is very low, even though mean is the same!



Intuition behind uncertainty-aware RL
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ƻƴƭȅ ǘŀƪŜ ŀŎǘƛƻƴǎ ŦƻǊ ǿƘƛŎƘ ǿŜ ǘƘƛƴƪ ǿŜΩƭƭ ƎŜǘ ƘƛƎƘ 
reward in expectation (w.r.t. uncertain dynamics)

¢Ƙƛǎ ŀǾƻƛŘǎ άŜȄǇƭƻƛǘƛƴƎέ ǘƘŜ ƳƻŘŜƭ

The model will then adapt and get better



¢ƘŜǊŜ ŀǊŜ ŀ ŦŜǿ ŎŀǾŜŀǘǎΧ

Need to explore to get better

Expected value is not the same as pessimistic value

Expected value is not the same as optimistic value

Χōǳǘ ŜȄǇŜŎǘŜŘ ǾŀƭǳŜ ƛǎ ƻŦǘŜƴ ŀ ƎƻƻŘ ǎǘŀǊǘ



How can we have uncertainty-aware models?

why is this not enough?

Idea 1: use output entropy

what is the variance here?

Two types of uncertainty:

aleatoricor statisticaluncertainty

epistemicor modeluncertainty

άǘƘŜ ƳƻŘŜƭ ƛǎ ŎŜǊǘŀƛƴ ŀōƻǳǘ ǘƘŜ ŘŀǘŀΣ ōǳǘ ǿŜ ŀǊŜ ƴƻǘ ŎŜǊǘŀƛƴ ŀōƻǳǘ ǘƘŜ ƳƻŘŜƭέ



How can we have uncertainty-aware models?

Idea 2: estimate mode uncertainty

άǘƘŜ ƳƻŘŜƭ ƛǎ ŎŜǊǘŀƛƴ ŀōƻǳǘ ǘƘŜ ŘŀǘŀΣ ōǳǘ ǿŜ ŀǊŜ ƴƻǘ ŎŜǊǘŀƛƴ ŀōƻǳǘ ǘƘŜ ƳƻŘŜƭέ

the entropy of this tells us 
the model uncertainty!



Quick overview of Bayesian neural networks

expected weight uncertainty 
about the weight

For more, see:
Blundell et al., Weight Uncertainty in Neural Networks
Gal et al., Concrete Dropout

²ŜΩƭƭ ƭŜŀǊƴ ƳƻǊŜ ŀōƻǳǘ ǾŀǊƛŀǘƛƻƴŀƭ ƛƴŦŜǊŜƴŎŜ ƭŀǘŜǊΗ



Bootstrap ensembles

Train multiple models and see if they agree!

How to train?

aŀƛƴ ƛŘŜŀΥ ƴŜŜŘ ǘƻ ƎŜƴŜǊŀǘŜ άƛƴŘŜǇŜƴŘŜƴǘέ 
ŘŀǘŀǎŜǘǎ ǘƻ ƎŜǘ άƛƴŘŜǇŜƴŘŜƴǘέ ƳƻŘŜƭǎ



Bootstrap ensembles in deep learning

This basically works

Very crude approximation, because the 
number of models is usually small (< 10)

Resampling with replacement is usually 
unnecessary, because SGD and random 
initialization usually makes the models 
sufficiently independent



How to plan with uncertainty

distribution over 
deterministic models



Slightly more complex option: moment matching



Example: model-based RL with ensembles

exceeds performance of model-free after 40k steps
(about 10 minutes of real time)

before after



Further readings

ÅDeisenrothet al. PILCO: A Model-Based and Data-Efficient Approach to 
Policy Search.

Recent papers:

ÅChua et al. Deep Reinforcement Learning in a Handful of Trials using 
Probabilistic Dynamics Models.

ÅFeinberg et al. Model-Based Value Expansion for Efficient Model-Free 
Reinforcement Learning.

ÅBuckman et al. Sample-Efficient Reinforcement Learning with Stochastic 
Ensemble Value Expansion.



Break



Previously: model-free RLwith images

This lecture : Can we use model-based methods with 
images?

slides from C. Finn



Recap: Model-based RL

What about POMDPs?

slides from C. Finn


