
Deep Reinforcement Learning
CS 294 - 112



Course logistics



Class Information & Resources

ÅCourse website: http://rail.eecs.berkeley.edu/deeprlcourse

ÅPiazza: UC Berkeley, CS294-112

ÅSubreddit (for non-enrolled students): www.reddit.com/r/berkeleydeeprlcourse/

ÅOffice hours: check course website (mine are after class on Wed in Soda 341B)
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Instructor
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Head GSI
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GSI

Sid Reddy
GSI

Michael Chang
GSI

Soroush Nasiriany
uGSI

http://rail.eecs.berkeley.edu/deeprlcourse
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Prerequisites & Enrollment

ÅAll enrolled students must have taken CS189, CS289, CS281A, or an 
equivalent course at your home institution
ÅtƭŜŀǎŜ ŎƻƴǘŀŎǘ {ŜǊƎŜȅ [ŜǾƛƴŜ ƛŦ ȅƻǳ ƘŀǾŜƴΩǘ

ÅPlease enroll for 3 units

ÅStudents on the wait list will be notified as slots open up

ÅLectures will be recorded
ÅSince the class is full, please watch the lectures online if you are not enrolled



What you should know

ÅAssignments will require training neural networks with standard 
automatic differentiation packages (TensorFlowby default)

ÅReview Section
ÅGreg Kahn will TensorFlow and neural networks on Wed next week (8/29)

ÅYou should be able to at least do the TensorFlow MNIST tutorial (if not, make 
ǎǳǊŜ ǘƻ ŀǘǘŜƴŘ DǊŜƎΩǎ ƭŜŎǘǳǊŜ ŀƴŘ ŀǎƪ ǉǳŜǎǘƛƻƴǎΗύ



²Ƙŀǘ ǿŜΩƭƭ ŎƻǾŜǊ

ÅCǳƭƭ ƭƛǎǘ ƻƴ ŎƻǳǊǎŜ ǿŜōǎƛǘŜ όŎƭƛŎƪ ά[ŜŎǘǳǊŜ {ƭƛŘŜǎέύ

1. From supervised learning to decision making

2. Model-free algorithms: Q-learning, policy gradients, actor-critic

3. Advanced model learning and prediction

4. Exploration

5. Transfer and multi-task learning, meta-learning

6. Open problems, research talks, invited lectures



Assignments

1. Homework 1: Imitation learning (control via supervised learning)

2. IƻƳŜǿƻǊƪ нΥ tƻƭƛŎȅ ƎǊŀŘƛŜƴǘǎ όάw9LbChw/9έύ

3. Homework 3: Q learning and actor-critic algorithms

4. Homework 4: Model-based reinforcement learning

5. Homework 5: Advanced model-free RL algorithms

6. Final project: Research-level project of your choice (form a group of 
up to 2-о ǎǘǳŘŜƴǘǎΣ ȅƻǳΩǊŜ ǿŜƭŎƻƳŜ ǘƻ ǎǘŀǊǘ ŜŀǊƭȅΗύ

Grading: 60% homework (12% each), 40% project



¸ƻǳǊ άIƻƳŜǿƻǊƪέ ¢ƻŘŀȅ

1. Sign up for Piazza (see course website)

2. Start forming your final project groups, unless you want to work 
alone, which is fine

3. /ƘŜŎƪ ƻǳǘ ǘƘŜ ¢ŜƴǎƻǊCƭƻǿ abL{¢ ǘǳǘƻǊƛŀƭΣ ǳƴƭŜǎǎ ȅƻǳΩǊŜ ŀ 
TensorFlow pro



What is reinforcement learning, and why 
should we care?



How do we build intelligent machines?



Intelligent machines must be able to adapt



Deep learning helps us handle unstructured 
environments



Reinforcement learning provides a formalism for 
behavior

decisions (actions)

consequences
observations
rewards

MnihŜǘ ŀƭΦ Ψмо{ŎƘǳƭƳŀƴ Ŝǘ ŀƭΦ Ωмп ϧ Ψмр

[ŜǾƛƴŜϝΣ CƛƴƴϝΣ Ŝǘ ŀƭΦ Ψмс



What is deep RL, and why should we care?
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What does end-to-end learning mean for 
sequential decision making?



Action
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Example: robotics
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