Deep Reinforcement Learning
CS 294112



Course logistics



Class Information & Resources

Sergey Levine  KateRakelly Greg Kahn Sid Reddy Michael Chang SoroushNasiriany
Instructor Head GSI GSlI GSI GSI uGSl

A Course websitehttp://rail.eecs.berkeley.edu/deeprlcourse
A Piazza: UC Berkeley, CS292
A Subreddit (for norenrolled students)www.reddit.com/r/berkeleydeepricourse/

A Office hours: check course website (mine are after class on Wed in Soda 341B)


http://rail.eecs.berkeley.edu/deeprlcourse
http://www.reddit.com/r/berkeleydeeprlcourse/

Prerequisites & Enrollment

AAIl enrolled students must have taken CS189, CS289, CS281A, or an
eqguivalent course at your home institution

At £ SIasS O2yil O {SNBSe [SOAYS AT @&2d
APlease enroll for 3 units
AStudents on the wait list will be notified as slots open up

ALectures will be recorded
ASince the class is full, please watch the lectures online if you are not enrolled



What you should know

AAssignments will require training neural networks with standard
automatic differentiation package3é¢nsorFlowy default)

AReview Section
AGreg Kahn will TensorFlow and neural networks on Wed next week (8/29)

AYou should be able to at least do the TensorFlow MNIST tutorial (if not, make
adzNB 02 FU0USYR DNbBdQa fSOUdz2NB | yR |
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From supervised learning to decision making

Modekfree algorithms: Gearning, policy gradients, actaritic
Advanced model learning and prediction

Exploration

Transfer and mulitask learning, metaearning

Open problems, research talks, invited lectures
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Assignments

Homework 1: Imitation learning (control via supervised learning)
2YS@2N] HY t2fA0& IANFYRASYy(OA 0c
Homework 3: Q learning and actoritic algorithms

Homework 4. Modebased reinforcement learning

Homework 5: Advanced modéke RL algorithms

-inal project: Researdevel project of your choice (form a group of
upto20 a0 dzRSy G aX é&2dzQNB ¢6Sf O2YS
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Grading: 60% homework (12% each), 40% project
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1. Sign up for Plazza (see course website)

2. Start forming your final project groups, unless you want to work
alone, which is fine

3./ KSO]l 2dzi 0KS ¢SyazNXftz2¢g ablL{¢
TensorFlow pro



What Is reinforcement learning, and why
should we care?



How do we build intelligent machines?

HAL 9000




Intelligent machines must be able to adapt




Deep learning helps us handilestructured
environments
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Reinforcement learning provides a formalism for
behavior
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Figure 2. An illustration of the normal opening position in backgammaon. TD-
Gammon has sparked a near-universal corwersion in the way experts play
certain opening rolls. For example, with an opening roll of 4-1, most players
have now switched from the traditional move of 13-9, 6-5, to TD-Gammaon's
preference, 13-9, 24-23. TD-Gammaon's analysis is given in Table 2.
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What Is deep RL, and why should we care?

standard
computer
vision

deep
learning

standard
reinforcement
learning

deep
reinforcement
learning
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What does endo-end learning mean for
seqguential decision making?



perception
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action



tor loop

Sensorimo

) VAW VH T RATERE R T TR LA

AT hicE




Example: robotics

robotic
control
pipeline




