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A Brief Review
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Challenges in Deep Reinforcement Learning



What’s the problem?

Challenges with core algorithmes:

e Stability: does your algorithm converge?

e Efficiency: how long does it take to converge? (how many samples)
* Generalization: after it converges, does it generalize?

Challenges with assumptions:
* Is this even the right problem formulation?
* What is the source of supervision?



Stability and hyperparameter tuning

e Devising stable RL algorithms is very hard

* Q-learning/value function estimation

 Fitted Q/fitted value methods with deep network function
estimators are typically not contractions, hence no guarantee of

convergence
* Lots of parameters for stability: target network delay, replay
buffer size, clipping, sensitivity to learning rates, etc.

 Policy gradient/likelihood ratio/REINFORCE
* Very high variance gradient estimator

* Lots of samples, complex baselines, etc.
* Parameters: batch size, learning rate, design of baseline

* Model-based RL algorithms

* Model class and fitting method
* Optimizing policy w.r.t. model non-trivial due to backpropagation

through time
* More subtle issue: policy tends to exploit the model
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The challenge with sample complexity

* Need to wait for a long time for your nEB_3
homework to finish running

e Real-world learning becomes difficult or
impractical

* Precludes the use of expensive, high-fidelity
simulators

* Limits applicability to real-world problems




Scaling up deep RL & generalization

 Large-scale
 Emphasizes diversity
* Evaluated on generalization

* Small-scale
* Emphasizes mastery
* Evaluated on performance

* Where is the generalization?



RL has a big problem

reinforcement learning supervised machine learning

this is done
once

this is done
many times

train for
many epochs




RL has a big problem

reinforcement learning actual reinforcement learning

this is done
many times

this is done
many times

this is done
many many times




How bad is it?

teration O

* This is quite cool

* It takes 6 days of real
time (if it was real time)

e ..torun on an infinite
flat plane

The real world is not so simple!
Schulman, Moritz, L., Jordan, Abbeel "16



Off-policy RL?

train for
many epochs

ig dataset
from past
teraction
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off-policy reinforcement learning

this is done

reinforcement learning
many times




Single task or multi-task?

this is where generalization can come from...

maybe doesn’t require any new
assumption, but might merit additional
treatment
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Where does the supervision come from?

* If you want to learn from many reward
different tasks, you need to get those
tasks somewhere!

 Learn objectives/rewards from
demonstration (inverse
reinforcement learning)

Mnih etal.’15

* Generate objectives automatically? reinforcement learning agent what is the reward?



Other sources of supervision

e Demonstrations

* Muelling, K et al. (2013). Learning to Select and Generalize Striking
Movements in Robot Table Tennis

* Language

* Andreas et al. (2018). Learning with latent language et The Shor

Inferred description:
reach the star cell

* Human preferences

* Christiano et al. (2017). Deep reinforcement learning from human preferences

Should supervision tell
us what to do or how
to do it?




Rethinking the Problem Formulation

* How should we define a control problem?
* What is the data?
* What is the goal?

 What is the supervision?
* may not be the same as the goal...

* Think about the assumptions that fit your problem setting!
* Don’t assume that the basic RL problem is set in stone



Some perspectives...
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Reinforcement Learning as an Engineering Tool



What we think RL is...

decisions (actions)

consequences
observations (states)
rewards




Engineering a control system
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Characterization and simulation...
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RL: anything you can simulate you can control

* Provides a powerful engineering tool

* Now that different from conventional
engineering approach!
* Before: characterize, simulate, control
 Now: characterize, simulate, run RL

* Main role: powerful inversion engine

* Main weakness: still need to
simulate!




Reinforcement Learning and the Real World



Google DeepMind
Challenge Match

8 - 15 March 2016




Moravec’s paradox

Moravec’s paradox seems like a statement about Al

but it is actually a statement about the physical universe

“easy” universes

“hard” universes

We are all prodigious olympians in
perceptual and motor areas, SO
good that we make the difficult look
easy. Abstract thought, though, is a
new trick, perhaps less than 100
thousand years old. We have not
yet mastered it. It is not all that
Intrinsically difficult; it just seems
so when we do it.

- Hans Moravec

The main lesson of thirty-five years of
Al research is that the hard problems
are easy and the easy problems are
hard. The mental abilities of a four-
year-old that we take for granted —
recognizing a face, lifting a pencil,
walking across a room, answering a
guestion — in fact solve some of the
hardest engineering problems ever
conceived.

- Steven Pinker
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What does this have to do with RL?

How do we engineer a system that can deal with the unexpected?
» Minimal external supervision about what to do
» Unexpected situations that require adaptation

» Must discover solutions autonomously

» Must “stay alive” long enough to discover them!

» Humans are extremely good at this
» Current Al systems are extremely bad at this

» RL in principle can do this, and nothing else can

28



So what'’s the problem?

BT

- ..15«35

RL should be really good in the
“hard” universes!

» RL in principle can do this, and nothing else can

But we rarely study this kind of setting in RL research!

“easy” universes

success = high reward
(“optimal control”)

closed world, rules
are known

lots of simulation

Main question: can RL
algorithms optimize
really well

“hard” universes
success = “survival”
(“good enough control”)

open world, everything
must come from data

no simulation (because
rules are unknown)

Main question: can RL
generalize and adapt




Some questions that come up in the real world

reward

How do we tell RL agents what we
want them to do?

Robots are the most
natural for us to
think about, because
they are embodied
like we are

How can we learn fully autonomously
in continual environments?

How do remain robust as the
environment changes around us?

What is the right way to generalize
using experience & prior data?

s| ‘-\
<5 from past
interaction

What is the right way to bootstrap
exploration with prior experience?

30



Other ways to communicate objectives?

............. HUMAN
REWARD PREDICTOR | FEEDBACK

PREDICTED
REWARD(

OBSERVATION

RL ALGORITHM ENVIRONMENT

ACTION

Left is better Right is better

31

Paul Christiano, Jan Leike, Tom B. Brown, Miljan Martic, Shane Legg, Dario Amodei. Deep reinforcement learning from human preferences. 2017.



How can we learn fully autonomously?

Task 1: put cup in coffee machine
Task 2: pick up cup
Task 3: replace cup

Task 4: clean up spill from cup...

32



How can we learn fully autonomously?

Gupta, Yu, Zhao, Kumar, Rovinsky, Xu, Devlin, Levine. Reset-Free Reinforcement Learning via Multi-
Task Learning: Learning Dexterous Manipulation Behaviors without Human Intervention. 2021.

33



How to bootstrap exploration from experience?

exploring from scratch

exploring from
behavioral prior

Success Rate
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Singh*, Hui*, Zhou, Yu, Rhinehart, Levine. Parrot: Data-driven behavioral priors for reinforcement learning. 2020.



This all seems really hard, what’s the point?

Why is this interesting?
» It's exciting to see what solutions intelligent agents come up with
» Most exciting if they come up with something we don’t expect

» This requires the world they inhabit to admit novel solutions

» This means that world must be complicated enough!

» To see interesting emergent behavior, we must train our systems in
environments that actually require interesting emergent behavior!

» RL in the real world may be difficult, but it is also rewarding

35
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Reinforcement Learning as “Universal” Learning



Large-scale machine learning

Why does deep learning work?
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Reducing the supervision burden

- 7-‘( dataset
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55 384 384 256

256 Max 4096
Max Max pooling 4096

i pooling pooling

this is what self-supervised /
learning is supposed to do

giant unlabeled
garbage dataset
(aka the Internet)

Stride
of 4

But then where does the knowledge come from?

“Classic” unsupervised learning:  pg(X)

(this is what, for example, large language models do)

Aside: perhaps this is why “prompting” large language models is such an art!
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/Aside: why do we need brains anyway? \

Daniel Wolpert

(knows quite a lot
about brains)

Stepping back a bit...

Why do we need machine learning anyway?

A postulate:

“We have a brain for one reason and one reason
only - that's to produce adaptable and complex
movements. Movement is the only way we have
affecting the world around us... | believe that to

| Decision: how do | move my joints? Qderstand movement is to understand the whole
brain.” /

! Decision: how do | steer the car?

We need machine learning for one reason and one reason
only — that’s to produce adaptable and complex decisions.

What is the decision? The image label?

Usually not!

“%= \What happens with that label afterwards?

s it used to tag a user’s photo? +——___ these are decisions

Detect an endangered animal in a camera trap? < they lead to consequences 39



Reinforcement learning as a way to use
“cheap” (previously collected) data

this tells us what the task is

(e.g., reward function) \
\ \ 3 \ \

55 384 384 256

256 Maxv
Max Max pooling
pooling pooling

this tells us how the world /

works (i.e., “dynamics”)

limited amount
.7-'( of supervision

large, cheap dataset
of previously
collected data

4096 4096

Stride
of 4

96

train the
best possible

, big dataset T
Q initial model

from past
interaction
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The RL + data problem

offline reinforcement learning
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data collected ONCE == == == = == |
with any policy training phase

p

deployment J

with naive RL, this is a costly
interactive process if done in
the real world!

but self-supervised learning is
about using cheap data that
we already have lying around
(in the garbage heap)!

41



We need machine learning for one reason and one reason
only — that’s to produce adaptable and complex decisions.

The recipe

offline
reinforcement

interaction

learning learning the downstream task
large dataset of diverse

(but possibly low-quality)
behavior

there are a few different
choices here:

- human-defined skills

- goal-conditioned RL

- self-supervised skill discovery

42



Can we learn from offline data without well-defined tasks?

» No reward function at all, task is defined
entirely using a goal image

» Uses a conservative offline RL method
designed for goal-reaching, based on CQL

» Works very well as an unsupervised
pretraining objective

1. Train goal-conditioned Q- 2. Finetune with a task reward
function with offline RL and limited data
é'?é'@'i‘l
G
\]
W a5 =
. - y - » ; Y : / Ln Mg:]qu(S’.(I,.g)
x < - : ; Target Goal-conditioned Value Function
Semanticlg asplng fgras I
: s e With A lliary objactive Mo ausiliany objective
Chebotar, Hausman, Lu, Xiao, Kalashnikov, Varley, Irpan, Eysenbach, Julian, Finn, Levine. (c) Bottle grasping (d) Banana grasping

Actionable Models: Unsupervised Offline Reinforcement Learning of Robotic Skills. 2021.



Can offline RL train large language models?

What we want:

0 Do

0 Do

e

Can you teach me about behavior cloning?

A

(" Of course! I'd be happy to explain behavior )

cloning. To start, could you tell me if you've
ever come across the terms "artificial

\ intelligence” or "machine learning” before? )

Yes, I've heard those terms, but I'm not
exactly sure what they mean.

L J
4 .
No problem at all! Let's take it step by step.
Have you ever used a computer or a
smartphone? )

What we get:

Can you explain the Al concept of behavior cloning to me? But first, | want you to ask me
questions to figure out what my background in Al is, then tailor your explanation to match
my level.

Certainly! Let's start by understanding your background in Al to provide an explanation that

matches your level of knowledge. Please answer the following questions:

Have you ever studied or worked with artificial intelligence or machine learning concepts

before, even at a basic level?

2. Are you familiar with terms like "neural networks," "training data," or "supervised learning"?

Have you ever heard of or worked with specific Al tools or frameworks like TensorFlow,

PyTorch, or scikit-learn?

1. Are you interested in a high-level overview or a more detailed explanation of behavior

cloning?

Do voil have anv snecific examnles or annlicatinns in mind where voul'd like to see behavior

44



Model-based offline RL for multi-turn dialogue

“Make me a dialogue agent that can
teach people about behavioral
cloning, asking clarifying questions.”

Synthetic data
generation

(i.e., run “human
simulator”)

RL looks at what the

L \ model thinks is
possible and infers
what is desirable to do

- to get good outcomes

o} iorcloning? |
‘ Can you teach me about behavior cloning? | h u ge
H ’ (" Of course! I'd be happy to explain behavior
Th|$ data doesn t Q cloning. To start, could you tell me if you've dataset

h: “artificial
have to be good, > | imeligence’ o machine earning before?
it just needs to be
plausible

O " Yes, I've heard those terms, but I'm not
(| exactly sure what they mean.

’ D
No problem at all! Let's take it step by step.
Have you ever used a computer or a
smartphone?

2

RL + LLM is great for tasks that
are easy for LLMs to simulate
but hard for them to perform
optimally.

With RL, instead of emulating
humans, LLMs can learn to
achieve desired outcomes using
their understanding of how
humans behave.

Hong, Levine, Dragan. Zero-Shot Goal-Directed Dialogue via RL on Imagined Conversations. 2023.



Example: model-based RL for multi-turn dialogue

GPT Agent Dialogue:

H: Hi, I’ve been hearing about something called “behavior c|
what it is. Can you explain it to me?

AlI: Certainly! Let’s start by understanding your backgrounc
matches your level of knowledge. Please answer the followin
or worked with artificial intelligence or machine learning cor
Are you familiar with terms like “neural networks,” ”training ¢
you interested in a high-level overview or a more detailed exp
H: I have some basic knowledge of artificial intelligence and
I’m an expert. I am familiar with neural networks and supe1
training data.

Al: Great, thank you for that information. Behavior clonin
learning, which is a subcategory of machine learning. In reinfc
to make optimal decisions by interacting with its environme:
of rewards or punishments. Behavior cloning, on the other ha
imitates or ’clones” the behavior of an already established a;
through trial and error. This is often used when there is a la
expert or a pre-existing system. Does that make sense so far?
H: Yes, that’s starting to make sense. What do you mean by e
Al: An expert, in this context, refers to a human or an advanc
how to solve a particular task or problem. The AI model the
behavior to learn how to perform the task itself. Does that cla
H: Yes, thank you.

IE-RL Agent Dialogue:

H: Hi there! I've heard about this thing called ”behavior cloning” in Al, but I don’t really understand
what it is. Can you explain it to me?

Al Of course! I'd be happy to explain behavior cloning. To start, could you tell me if you’ve ever
come across the terms artificial intelligence” or “machine learning” before?

H: Yes, I’ve heard those terms, but I’m not exactly sure what they mean.

Al: No problem at all! Let’s take it step by step. Have you ever used a computer or a smartphone?
H: Yes, I use my computer and phone all the time.

Al Great! So, imagine that a computer or a smartphone could learn to do something by watching
you do it. That’s a bit like what behavior cloning is.

H: Oh, interesting. Can you explain more about how that works?

Al: Sure. Behavior cloning is a type of machine learning algorithm where a computer learns to
perform a task by imitating a human’s behavior. It does this by closely analyzing and mimicking the
actions of a human expert, using a large dataset of examples. This approach is often used in tasks that
don’t have a clear set of rules or can’t be easily solved through traditional programming methods.
Does that make sense?

H: Yes, I think so. So how does the computer learn to mimic the behavior?

Al: That’s a great question. The computer is fed a large amount of data that shows different examples
of the task being performed by a human expert. The computer then uses this data to identify patterns
and develop a model of the behavior. This model allows the computer to predict the correct actions to
take in a given situation. Over time, the computer can continue to refine its model and improve its
performance. Does that help clarify things?

H: That does. Thank you!

46

Hong, Levine, Dragan. Zero-Shot Goal-Directed Dialogue via RL on Imagined Conversations. 2023.




Back to the Bigger Picture



Learning as the basis of intelligence

* Reinforcement learning = can reason about
decision making
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* Deep models = allows RL algorithms to
learn and represent complex input-output
mappings
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Deep models are what allow
reinforcement learning algorithms to
solve complex problems end to end!




What is missing?

& -
y

How Much Information Doesqthe Machine Need to"Predict?
4 Y LeCun

# “Pure” Reinforcement Learning (cherry)

» The machine predicts a scalar
reward given once in a while.

> A few bits for some samples

# Supervised Learning (icing)

» The machine predicts a category
or a few numbers for each input

» Predicting human-supplied data
» 10-10,000 bits per sample

# Unsupervised/Predictive Learning (cake)

» The machine predicts any part of
its input for any observed part.

» Predicts future frames in videos
» Millions of bits per sample

4 (Yes, I know, this picture is slightly offensive to RL folks. But I'll make it up)




Where does the signal come from?

* Yann LeCun’s cake
e Unsupervised or self-supervised learning
* Model learning (predict the future)
* Generative modeling of the world
* Lots to do even before you accomplish your goall!

* Imitation & understanding other agents
* We are social animals, and we have culture — for a reason!

* The giant value backup
 Allit takes is one +1

e All of the above



How should we answer these questions?

* Pick the right problems!
* Ask: does this have a chance of solving an important problem?
e Optimism in the face of uncertainty is a good exploration strategy!

* Don’t be afraid to change the problem statement
* Many of these challenges won’t be met by iterating on existing benchmarks!

* Applications matter

* Sometimes applying methods to realistic and challenging real-world domains
can teach us a lot about the important things that are missing

* RL has a long history of disregarding this fact
* Think big and start small
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