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1. Probabilistic latent variable models

2. Variational inference

3. Amortized variational inference

4. Generative models: variational autoencoders

ÅGoals
ÅUnderstand latent variable models in deep learning

ÅUnderstand how to use (amortized) variational inference
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Probabilistic models



Latent variable models

mixture
element



Latent variable models in general

άŜŀǎȅέ ŘƛǎǘǊƛōǳǘƛƻƴ
(e.g., Gaussian)

άŜŀǎȅέ ŘƛǎǘǊƛōǳǘƛƻƴ
(e.g., Gaussian)

άŜŀǎȅέ ŘƛǎǘǊƛōǳǘƛƻƴ
(e.g., conditional Gaussian)



Latent variable models in RL
conditional latent variable

models for multi-modal policies
latent variable models for

model-based RL



hǘƘŜǊ ǇƭŀŎŜǎ ǿŜΩƭƭ ǎŜŜ ƭŀǘŜƴǘ ǾŀǊƛŀōƭŜ ƳƻŘŜƭǎ

MombaurŜǘ ŀƭΦ ΨлфMuybridge (c. 1870) ZiebartΨлуLi & TodorovΨлс

Using RL/control + variational inference to model human behavior

Using generative models and variational inference for exploration



How do we train latent variable models?



Estimating the log-likelihood



Variational Inference



The variational approximation



The variational approximation

WŜƴǎŜƴΩǎ ƛƴŜǉǳŀƭƛǘȅ



! ōǊƛŜŦ ŀǎƛŘŜΧ

Entropy:

Intuition 1: how randomis the random variable?

Intuition 2: how large is the log probability in expectation under itself

high

low

this maximizes the first part

this also maximizes the second part
(makes it as wide as possible)



! ōǊƛŜŦ ŀǎƛŘŜΧ

KL-Divergence:

Intuition 1: how differentare two distributions?

Intuition 2: how small is the expected log probability of one distribution under another, minus entropy?

why entropy?

this maximizes the first part

this also maximizes the second part
(makes it as wide as possible)



The variational approximation


