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Class Notes

1. Homework 2 is due Wednesday

2. tǊƻƧŜŎǘ ǇǊƻǇƻǎŀƭ ŘŜŀŘƭƛƴŜ ƛƴ ŦƻǳǊ ǿŜŜƪǎΧ



¢ƻŘŀȅΩǎ [ŜŎǘǳǊŜ

1. How we can make Q-learning work with deep networks

2. A generalized view of Q-learning algorithms

3. Tricks for improving Q-learning in practice

4. Continuous Q-learning methods

ÅGoals:
ÅUnderstand how to implement Q-learning so that it can be used with 

complex function approximators

ÅUnderstand how to extend Q-learning to continuous actions



Recap: Q-learning

generate 
samples (i.e. 

run the policy)

fit a model to 
estimate return

improve the 
policy



²ƘŀǘΩǎ ǿǊƻƴƎΚ

Q-learning is not gradient descent!

no gradient through target value



Correlated samples in online Q-learning
- sequential states are strongly correlated

- target value is always changing

synchronized parallel Q-learning asynchronous parallel Q-learning



Another solution: replay buffers

special case with K = 1, and one gradient step

any policy will work! (with broad support)

just load data from a buffer here

dataset of transitions

Fitted Q-iteration

still use one gradient step



Another solution: replay buffers

dataset of transitions
όάǊŜǇƭŀȅ ōǳŦŦŜǊέύ

off-policy
Q-learning

+ samples are no longer correlated

+ multiple samples in the batch (low-variance gradient)

but where does the data come from?

ƴŜŜŘ ǘƻ ǇŜǊƛƻŘƛŎŀƭƭȅ ŦŜŜŘ ǘƘŜ ǊŜǇƭŀȅ ōǳŦŦŜǊΧ



Putting it together

K = 1 is common, though 
larger K more efficient

dataset of transitions
όάǊŜǇƭŀȅ ōǳŦŦŜǊέύ

off-policy
Q-learning



²ƘŀǘΩǎ ǿǊƻƴƎΚ

Q-learning is not gradient descent!

no gradient through target value

use replay buffer

This is stilla
problem!



Q-Learning and Regression

one gradient step, moving target 

perfectly well-defined,stableregression



Q-Learning with target networks

ǘŀǊƎŜǘǎ ŘƻƴΩǘ ŎƘŀƴƎŜ ƛƴ ƛƴƴŜǊ ƭƻƻǇΗ
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ά/ƭŀǎǎƛŎέ ŘŜŜǇ v-learning algorithm (DQN)

MnihŜǘ ŀƭΦ Ψмо¸ƻǳΩƭƭ ƛƳǇƭŜƳŜƴǘ ǘƘƛǎ ƛƴ I²оΗ



Alternative target network

Intuition:
get target from here no lag here

maximal lag

Feels weirdly uneven, can we always have the same lag?

Popular alternative (similar to Polyakaveraging):



Fitted Q-iteration and Q-learning

just SGD



A more general view

dataset of transitions
όάǊŜǇƭŀȅ ōǳŦŦŜǊέύ

target 
parameters

current 
parameters



A more general view

dataset of transitions
όάǊŜǇƭŀȅ ōǳŦŦŜǊέύ

target 
parameters

current 
parameters

ÅOnline Q-learning (last lecture): evict immediately, process 1, process 2, and 
process 3 all run at the same speed
ÅDQN: process 1 and process 3 run at the same speed, process 2 is slow
ÅFitted Q-iteration: process 3 in the inner loop of process 2, which is in the inner 

loop of process 1



Break



Are the Q-values accurate?

As predictedQ
increases,so
doesthe return



Are the Q-values accurate?



Overestimation in Q-learning



Double Q-learning


